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Abstract 

The evolution toward fully autonomous vehicle swarms operating in 6G Vehicle-to-

Everything (V2X) networks necessitates unprecedented levels of secure, real-time 

data exchange for cooperative perception and navigation. However, existing 

centralized trust authorities introduce single points of failure and latency 

bottlenecks, while decentralized approaches struggle with Byzantine behavior 

among untrusted vehicles. This paper proposes ChainGuard-V2X, a hybrid 

blockchain architecture optimized for low-latency, high-throughput data sharing in 

autonomous vehicle networks. Our framework implements a practical Byzantine 

Fault Tolerant (pBFT) consensus mechanism modified with reputation-based voting 

weights, where vehicles earn trust scores based on historical data validity. We 

introduce a novel "proof-of-trajectory" validation scheme that cryptographically 

verifies the physical plausibility of shared sensor data using digital signatures from 

roadside units (RSUs). A two-layer sharding design separates high-frequency 

operational data (processed off-chain) from critical security events (recorded on-

chain). Simulation using SUMO traffic models integrated with OMNeT++ network 

emulation demonstrates that ChainGuard-V2X achieves consensus within 120ms 

under 6G millimeter-wave conditions, supporting 500+ vehicles per shard with 

99.94% data integrity. Compared to Ethereum-based solutions, our approach reduces 

latency by 78% and increases transaction throughput to 2,800 TPS while maintaining 

resistance to 33% malicious nodes. Energy consumption analysis shows only 8.2% 

overhead compared to non-blockchain V2X communication, making it feasible for 

electric vehicle deployments. 

Keywords: Blockchain, Autonomous Vehicles, 6G Networks, V2X 

Communication, Byzantine Fault Tolerance, Cooperative Perception, Secure Data 

Sharing 
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1. Introduction 

The convergence of autonomous driving and 6G telecommunications promises 

transformative improvements in traffic safety and efficiency through vehicle swarms 

that share perception data cooperatively [1]. However, this paradigm introduces 

critical security challenges: malicious vehicles could inject false sensor data causing 

catastrophic failures, while privacy concerns may discourage data sharing entirely 

[2]. Traditional Public Key Infrastructure (PKI) approaches managed by centralized 

certificate authorities present scalability limitations and vulnerability to targeted 

attacks [3]. 

Blockchain technology offers decentralized trust mechanisms through distributed 

consensus, but existing implementations (Bitcoin, Ethereum) are unsuitable for 

vehicular networks due to excessive latency, high computational overhead, and 

insufficient throughput [4]. Several adaptations have been proposed, yet none 

adequately address the unique constraints of 6G V2X environments with ultra-

reliable low-latency communication (URLLC) requirements [5]. 

This paper presents ChainGuard-V2X with three primary innovations: 

1. A reputation-weighted pBFT consensus where voting power correlates with 

historical trustworthiness 

2. A lightweight "proof-of-trajectory" validation leveraging verifiable physical 

constraints 

3. An adaptive two-layer sharding architecture separating latency-critical from 

security-critical data 

We validate our approach through extensive simulation combining realistic mobility 

patterns with 6G channel models. Results demonstrate practical viability for next-

generation autonomous transportation systems. 

 

2. Related Work 

Blockchain for Vehicular Networks: Lei et al. [6] proposed a consortium 

blockchain for V2X but assumed trusted RSUs as validators. Our work eliminates 

this trust assumption through decentralized vehicle participation. 
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Consensus Mechanisms: Castro and Liskov's pBFT [7] provides Byzantine 

resilience but suffers O(N²) communication complexity. We optimize this through 

reputation-based representative selection. 

6G V2X Architectures: Wang et al. [8] surveyed 6G-enabled autonomous driving 

but focused on communication aspects without comprehensive security solutions. 

Data Validation Techniques: Existing approaches verify cryptographic signatures 

but not physical plausibility. Our proof-of-trajectory bridges cryptographic and 

physical validation. 

Research Gap: No existing solution simultaneously achieves: (1) sub-200ms 

consensus for safety-critical applications, (2) scalability to 1000+ vehicles, (3) 

resilience to sophisticated Sybil and data poisoning attacks, and (4) energy efficiency 

for electric vehicles. 

 

3. Methodology 

3.1 System Architecture 

ChainGuard-V2X operates through a three-tier structure: 

• Tier 1: Vehicle nodes with lightweight blockchain clients 

• Tier 2: Roadside Units (RSUs) acting as consensus delegates 

• Tier 3: Cloud-based auditors for dispute resolution and reputation 

management 

3.2 Reputation-Weighted pBFT Consensus 

Each vehicle i maintains a reputation score R_i ∈ [0,1] updated after each consensus 

round: 

text 

R_i(t+1) = α·R_i(t) + (1-α)·V_i 

Where V_i is the validation score of the vehicle's contribution, and α=0.8 is the 

forgetting factor. Voting power in consensus is proportional to √R_i to prevent 

dominance by highly reputable nodes. 

3.3 Proof-of-Trajectory Validation 
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When vehicle A shares object detection data at location (x,y,t), it must provide 

cryptographic proof that its claimed trajectory is physically plausible given 

kinematic constraints: 

text 

∀t: |P(t) - P(t-1)| ≤ v_max·Δt + ε 

Verified through aggregated signatures from RSUs observing the vehicle's actual 

passage. 

3.4 Two-Layer Sharding Architecture 

• Layer 1 (On-chain): Critical security events (accident reports, identity 

management, reputation updates) 

• Layer 2 (Off-chain): High-frequency sensor data (LIDAR point clouds, 

camera frames) 

• Cross-shard communication: Merkle proof-based verification for inter-

shard transactions 

 

4. Simulation Results, Comparisons, and Evaluation 

4.1 Experimental Setup 

We implemented a co-simulation framework integrating: 

• SUMO 1.15.0 for realistic traffic patterns in urban Berlin scenario 

• OMNeT++ 6.0 with INET framework for 6G network simulation 

• Custom blockchain module in Python interfacing via TraCI 

• Attack scenarios: 10-33% malicious nodes performing data injection, Sybil, 

and eclipse attacks 
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Table 1: Performance Comparison Across Consensus Mechanisms 

Consensus 

Mechanism 

Latency 

(ms) 

Throughput 

(TPS) 

Malicious 

Tolerance 

Energy 

per Tx 

(J) 

Scalability 

(Max 

Nodes) 

Proof-of-Work 

(Bitcoin) 

10,000+ 7 25% 950 10,000+ 

Proof-of-Stake 

(Ethereum) 

15,000 30 33% 42 1,000+ 

pBFT 

(Classical) 

320 1,200 33% 8.5 200 

Raft (Crash 

fault only) 

85 2,500 0% 2.1 500 

ChainGuard-

V2X (Ours) 

118 2,800 33% 3.8 1,000 

Table 2: Security Analysis Under Various Attack Scenarios 

Attack 

Type 

Success Rate 

(%) 

Detection 

Time (s) 

False Positive 

Rate 

Compared to 

Baseline 

Data 

Poisoning 

2.1 4.2 1.3% 89% reduction 

Sybil Attack 0.8 12.5 0.7% 95% reduction 

Eclipse 

Attack 

1.5 8.3 0.9% 92% reduction 

Replay 

Attack 

0.3 1.1 0.2% 98% reduction 

GPS 

Spoofing 

4.2 6.8 2.1% 82% reduction 
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Table 3: 6G Network Performance Impact 

Network Condition Packet 

Loss 

Rate 

End-to-

End Delay 

(ms) 

Block 

Delivery 

Success 

Consensus 

Completion 

Ideal 6G (1Gbps, 1ms) 0.01% 3.2 99.99% 99.97% 

Dense Urban 

(500Mbps, 5ms) 

0.8% 8.7 99.2% 98.9% 

Highway (300Mbps, 

3ms) 

0.3% 5.4 99.7% 99.4% 

Tunnel/Obstructed 

(100Mbps, 15ms) 

3.2% 22.1 96.8% 94.3% 

Congested Cell 

(200Mbps, 20ms) 

5.1% 28.4 94.9% 91.7% 

Table 4: Resource Consumption Analysis 

Component CPU Usage 

(%) 

Memory 

(MB) 

Network 

(KB/s) 

Storage Growth 

(MB/day) 

Consensus 

Module 

14.2 85 42 12.4 

Validation 

Engine 

8.7 64 28 8.2 

Local Ledger 3.1 120 15 45.8 

Reputation 

Mgmt 

2.4 32 8 3.1 

Total per 

Vehicle 

28.4 301 93 69.5 

4.2 Key Findings 

1. Reputation-weighting improves consensus latency by 63% compared to 

standard pBFT while maintaining security 
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2. Proof-of-trajectory validation reduces false data acceptance by 89% with only 

18ms computational overhead 

3. Two-layer sharding achieves 94% reduction in on-chain storage requirements 

4. Energy consumption remains below 10% of total vehicle compute budget, 

acceptable for production deployment 

 

5. Conclusions 

ChainGuard-V2X represents a significant advancement in secure data sharing for 

autonomous vehicle swarms, achieving the delicate balance between security, 

performance, and scalability required for 6G V2X deployments. Our hybrid 

blockchain architecture with reputation-weighted consensus and physical validation 

provides robust protection against sophisticated attacks while meeting stringent 

latency requirements. 

Practical Implications: The system design considers real-world constraints 

including computational limits of vehicle ECUs, intermittent connectivity in 

mobility scenarios, and regulatory compliance needs for automotive safety 

standards. 

Future Work: Integration with post-quantum cryptography for long-term security, 

adaptation for aerial autonomous systems (drones), and hardware acceleration using 

automotive-grade FPGAs are promising directions. 
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