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Abstract 

The proliferation of Industrial Internet of Things (IIoT) devices has enabled data-

driven predictive maintenance (PdM), yet privacy concerns and data silos across 

factories hinder centralized model training. This paper proposes FedDP-PdM, a 

federated learning framework incorporating differential privacy (DP) to enable 

collaborative failure prediction while preserving sensitive industrial data. Our 

approach employs an adaptive clipping mechanism for local model updates and 

implements Gaussian noise injection with a dynamic privacy budget allocation 

strategy. We introduce a novel client selection algorithm that optimizes for both 

model convergence and privacy cost, prioritizing clients with diverse failure 

patterns. The framework was evaluated using a digital twin simulation of a 

distributed wind turbine network across 12 virtual factories, each containing 50–100 

IIoT sensors monitoring vibration, temperature, and acoustic emissions. 

Experimental results demonstrate that FedDP-PdM achieves 94.7% prediction 

accuracy for bearing failure with a privacy budget of ε=2.0, outperforming non-

private federated learning by only 2.1% accuracy reduction while providing formal 

privacy guarantees. Comparative analysis shows our method reduces 

communication overhead by 38% compared to baseline federated learning and 

maintains robustness against membership inference attacks with 89.3% lower 

success rate than centralized approaches. 

Keywords: Federated Learning, Differential Privacy, Predictive Maintenance, 

Industrial IoT, Edge Computing, Privacy-Preserving Machine Learning 

 

 

https://journal.techsplits.com/journal/index.php/TJCST/index


TechSplits Journal of Computer Science & Technology (TJCST) 
Available on: journal.techsplits.com | Volume 01, Issue 01, Oct-Dec 2025 

 

Open Access. © 2025 the author(s), published by Techsplits This work is licensed under the 
Creative Commons Attribution 4.0 International License. 

 
Page 2 of 6 

1. Introduction 

Modern industrial systems generate terabytes of operational data daily through 

networked sensors and controllers. Predictive maintenance leverages this data to 

forecast equipment failures, potentially saving billions in downtime and repair costs 

[1]. However, centralized data collection faces significant barriers: competitive 

concerns between manufacturing entities, regulatory restrictions (GDPR, CCPA), 

and security vulnerabilities in data transmission [2]. 

Federated learning (FL) offers a decentralized alternative where models are trained 

locally and only aggregated parameters are shared [3]. Yet, standard FL remains 

vulnerable to privacy attacks where malicious aggregators can infer sensitive 

information from model updates [4]. Differential privacy provides mathematical 

guarantees against such inference but typically degrades model utility [5]. 

This paper presents three key contributions: 

1. A novel adaptive gradient clipping mechanism for industrial time-series data 

2. A privacy budget scheduler that allocates more budget to critical failure 

prediction windows 

3. A comprehensive digital twin simulation framework for evaluating privacy-

utility trade-offs in IIoT networks 

The remainder is organized as follows: Section 2 reviews related work. Section 3 

details our methodology. Section 4 presents simulation results. Section 5 concludes 

with future directions. 

 

2. Related Work 

Federated Learning in Industry: McMahan et al. [3] introduced FedAvg, but 

industrial applications require handling non-IID data across factories. Zhao et al. [6] 

addressed data heterogeneity but ignored privacy constraints. 

Differential Privacy for FL: Abadi et al. [7] developed the DP-SGD algorithm, 

while Wei et al. [8] applied DP to FL for healthcare. Industrial applications require 

different noise profiles due to equipment signal characteristics. 

Predictive Maintenance: Lei et al. [9] surveyed deep learning for PdM, but 

assumed centralized data. Our work bridges this gap with privacy-preserving 

decentralized learning. 
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Research Gap: No existing framework simultaneously addresses: (1) industrial 

time-series patterns, (2) formal privacy guarantees, and (3) realistic communication 

constraints in IIoT networks. 

 

3. Methodology 

3.1 System Architecture 

The FedDP-PdM framework comprises three layers: (1) Edge devices performing 

local training, (2) Factory-level aggregators with DP mechanisms, and (3) Global 

model coordinator. 

3.2 Differential Privacy Mechanism 

We implement (ε,δ)-differential privacy where for adjacent datasets D and D': 

text 

Pr[M(D) ∈ S] ≤ e^ε × Pr[M(D') ∈ S] + δ 

Noise scale σ is calculated adaptively based on gradient norms: 

text 

σ_t = (C × √(2 log(1.25/δ))) / ε_t 

Where C is the clipping bound, and ε_t is the privacy budget at round t. 

3.3 Adaptive Client Selection 

Clients are selected based on: 

• Data diversity score 

• Available compute resources 

• Privacy budget consumption 

 

4. Simulation Results, Comparisons, and Evaluation 

4.1 Experimental Setup 

We developed a digital twin simulation using Python and ROS Gazebo, modeling 

12 virtual factories with 600 total IIoT devices. Each device generates multivariate 
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time-series data simulating real sensor readings. We compare FedDP-PdM against 

four baselines. 

4.2 Performance Metrics 

• Prediction Accuracy (F1-score) 

• Privacy Loss (ε consumption) 

• Communication Cost (MB per round) 

• Attack Success Rate (Membership inference) 

Table 1: Comparison of Model Performance Across Methods 

Method Accuracy 

(%) 

F1-

Score 

Privacy Budget 

(ε) 

Comm. Cost 

(MB) 

Centralized 96.8 0.965 ∞ (No privacy) 1250 

FedAvg [3] 95.2 0.948 ∞ 420 

DP-FedAvg [7] 90.1 0.895 2.0 455 

FedDP-PdM 

(Ours) 

94.7 0.942 2.0 260 

Local Training 

Only 

82.3 0.810 0 0 

Table 2: Privacy-Accuracy Trade-off Analysis 

Privacy ε Our Method DP-FedAvg Accuracy Drop vs. Non-private 

∞ (Non-private) 95.2% 95.2% 0% 

4.0 94.9% 92.1% 0.3% / 3.1% 

2.0 94.7% 90.1% 0.5% / 5.1% 

1.0 93.2% 87.3% 2.0% / 7.9% 

0.5 91.1% 83.7% 4.1% / 11.5% 
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Table 3: Attack Resilience Evaluation 

Attack Type Success Rate (%) Improvement Over Baseline 

Membership Inference 6.3 89.3% reduction 

Property Inference 8.1 85.7% reduction 

Model Inversion 2.4 94.1% reduction 

Data Reconstruction 1.8 96.3% reduction 

Table 4: Computational Efficiency 

Component Training Time 

(hrs) 

Memory 

(GB) 

Energy Consumption 

(kWh) 

Local 

Training 

1.2 2.1 0.45 

Aggregation 0.3 3.8 0.12 

Privacy Ops 0.4 1.2 0.08 

Total 1.9 7.1 0.65 

4.3 Key Findings 

1. Our adaptive clipping reduces accuracy drop from 5.1% to 0.5% at ε=2.0 

compared to DP-FedAvg 

2. Client selection algorithm reduces communication by 38% while maintaining 

convergence 

3. The framework scales linearly with client count, supporting up to 500 nodes 

 

5. Conclusions 

This paper presented FedDP-PdM, a federated learning framework with differential 

privacy for predictive maintenance in IIoT networks. Our contributions include: (1) 

an adaptive privacy mechanism for industrial time-series data, (2) a client selection 

algorithm optimizing privacy-utility trade-offs, and (3) comprehensive evaluation 

via digital twin simulation. 
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Limitations and Future Work: Current work assumes semi-honest participants; 

future versions will address Byzantine attacks. Real-world deployment with 

hardware-in-the-loop testing is planned. 
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